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€ Preface

In February 2020, the European Telecommunications Standards Institute (ETSI) released the fifth-generation fixed
network (F5G) standard and proposed the vision of "Fiber to Everywhere". After more than two years of
development, F5G has achieved rapid development from standards organizations to industry applications, with
nearly 100 members, more than 1000 documents published, and 13 work items (WIs) set up for technical research,
which greatly promotes the standardization of F5G applications. The establishment of the World Broadband Alliance
(WBBA) at the end of 2021 marks a new beginning of F5G from standards to industrial applications. In September
2022, ETSI released the F5G Advanced standard white paper to promote the continuous evolution of the F5G
industry.

F5G networks are being rolled out worldwide and starting to play an important role in home broadband, public
services, and industry convergence. Major economies worldwide have formulated or are formulating F5G gigabit
broadband strategies and related policies, and we are witnessing accelerating commercial deployment and industry

convergence related to F5G.
Four forces drive fixed networks to continuously evolve and enter the F5G Advanced era:

« Fiber networks connect the real world and virtual world, and the network bandwidth evolves from 1 Gbps to 10
Gbps.

« Optical networks extend from the ICT industry to vertical industries, helping these industries go digital.

« Fibers carry communication as well as sensing services to generate greater value.

« Fiber networks evolve to greener architectures, improving energy efficiency 10 fold.

In the next 10 years, gigabit access will be widely used, 10G access will be put into large-scale commercial use, and
enterprise cloudification and digital transformation will go deeper. The intelligent era of Internet of Everything (IoE)

is coming and fixed networks are facing unprecedented opportunities.

Based on new scenarios and applications, this white paper explores architecture evolution and new network
capabilities, focuses on key requirement scenarios such as home, enterprise, computing network, and green optical
network, and defines the industry objectives, core features, key network indicators, evolution paths, and key technical
capabilities of F5G Advanced. It aims to provide requirement references and technology trends for F5G Advanced,
explore new directions for network evolution, build industry consensus, and jointly move towards the new era of F5G
Advanced.
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® F5G Review and Evolution to
F5G Advanced

1. F5G Development Review

In February 2020, the European Telecommunications
Standards Institute (ETSI) officially defined the fixed
network generations for the first time based on core
technologies such as 10G PON+fiber to the room
(FTTR) for broadband access, Wi-Fi 6, and single-
wavelength 200G for optical transmission + optical
cross-connect (OXC). In addition, ETSI released the
Fifth-Generation Fixed Network (F5G) standard and
proposed the industry vision of "Fiber to Everywhere".
The essence of the vision is to promote fiber-based
broadband on the access side to achieve gigabit rates,
while building an all-optical base on the transport side
to provide premium transmission for various industries.
Once released, the standard and vision quickly
garnered wide attention and stimulated discussion
within the fixed network industry. Meanwhile, the
number of ETSI members increased to approximately
100 within two years, more than 1000 articles were
released, and over 60 F5G workshops were held. The
F5G standard has also been accepted by other
standards organizations and adopted in industry
applications. In addition, the World Broadband Alliance
(WBBA) was established at the end of 2021, marking
the start of F5G commercialization.

Since then, the F5G fiber-based digital base has
benefited various industries, enabling the digitalization
of homes, enterprises, utility services, and social
governance. According to a research report released by
the Chinese Academy of Social Sciences, F5G can
increase China's GDP by 0.3% each year from 2020 to
2025. F5G is the cornerstone of the digital economy

and has become a core strategy for global ICT
infrastructure development. In Europe, the EU released
the 2030 Digital Compass: the European way for the
Digital Decade and Guidelines on Very High Capacity
Networks (VHCN) to guide the construction of gigabit
fiber networks in European countries in terms of
policies, funds, and supervision. In China, the 14th Five-
Year Plan clearly proposes to fully deploy gigabit fiber
networks, accelerate gigabit city construction and
200G/400G network upgrade, and formulate a three-
year action plan to ensure target achievement. In
addition, more than 20 countries have released top-
level plans for fiber broadband, such as Thailand's Giga
Thailand, Egypt's Decent Life, Morocco's NBN 2025,
Nigeria's NNBP 2025, and Cote d'lvoire's National
Broadband Implement Plan, accelerating worldwide
fiber broadband deployment. For another example,
India's "Digital India" plan aims to build a digital
society and knowledge economy in nine fields, such as
high-speed broadband and ubiquitous mobile access,
and promote the comprehensive digital transformation

of Indian society.

In consumer scenarios, which feature high bandwidth,
low latency, and ubiquitous connections, F5G can
incubate new products, applications, and services to
better meet the ever-increasing ICT requirements of

consumers.

In the production domain, optical fibers are extending
from homes to campuses, factories, and machines. The

fiber-in-and-copper-out development becomes the new
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trend of network construction. Fiber-To-The-Office
(FTTO) has been deployed in more than 15,000
education, healthcare, and financial institutions. Fiber-
To-The-Machine (FTTM) has been applied in more than
100 projects, covering safe production of coal mines,
remote port control, and all-optical transportation
intersection. F5G features environmental protection,
simplified architecture, large bandwidth, deterministic
low latency, and high security and reliability, greatly
assisting digital transformation in various industries

F5G Advanced Industry White Paper

and improving productivity of traditional industries.

According to statistics from global operators, 100
million fiber to the home (FTTH) users, 70 million
gigabit broadband users, 800,000 FTTR users, and
20,000 fiber to the office (FTTO) and fiber to the
machine (FTTM) enterprise customers were developed
from the year 2020 to 2021. In other words, the F5G
industry ecosystem is flourishing.

2. Four Driving Forces for the Evolution to F5G Advanced

Unlike previous generations of communications
networks, the F5G gigabit optical network is regarded
as an important part of the new information
infrastructure, forming the information "artery" of
economic and social development. It plays an
important role in enabling development of the digital
economy and facilitating digital transformation across
various industries. Within this context, the EU proposed
the 2030 Digital Compass plan and formulated the
gigabit all-optical strategy. China also takes gigabit
optical network + convergent industry applications as
an important goal. From the industry evolution
perspective, F5G needs to address the following
challenges:

UHD immersive experience requires higher-
bandwidth and lower-latency networks. As
technologies develop and metaverse applications
emerge, the development of industries such as VR, AR,
XR, and optical field display is greatly promoted.
According to Huawei's research and third-party
consulting reports, more than 1 billion users will
experience the immersive virtual world through XR and
interact with the physical world by 2030. Building a

virtual world with immersive experience and natural

interaction experience requires a bandwidth of 1 Gbps
to 10 Gbps and a latency of 5 ms to 20 ms. In addition,
to ensure the concurrent experience of multiple home
and enterprise users, bandwidth needs to be increased
by 10 times. All these pose new challenges to existing
F5G gigabit network capabilities.

Digitalization of industries such as manufacturing,
energy, and transportation requires further
improvements in real-time performance and
network reliability. F5G drives optical networks into
the industrial field. With the acceleration of industrial
digitalization and intelligent upgrade, as well as the
large-scale development of applications such as ultra-
HD video backhaul (such as machine vision) and
remote motion control, 20 ps latency, 20 ns jitter, zero
packet loss, and 99.9999% reliability connections are
required. However, the current serial bus latency is
higher than 100 ps, and the latency and jitter are
accumulated site by site, which cannot meet the
service requirements. Therefore, a new field bus is
required to meet the strict requirements of industrial
control. Energy and transportation production networks
have stringent requirements on network security,
reliability, and latency. With the development of high-
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bandwidth services such as HD video backhaul, hard
pipes with 1 Gbps bandwidth, 1 ms latency, and
99.999% reliability must be provided for each site to
carry and enable the automatic and intelligent upgrade
of operational technologies (OTs), accelerating the
digital transformation of industrial production
networks.

Ubiquitous optical cable networks require
digitalized management and enhanced environment
awareness capabilities. With the in-depth deployment
of Fiber to Everywhere in F5G, optical fibers are further
extended to end users and devices, the number of
connections increases by 10 times, and the total length
of deployed optical fibers increases by 20%. Operators
have massive dumb cable resources, which make
management and maintenance complex. Digital
technologies are required to accurately locate optical
cable positions and identify faults, achieving digitalized
and visualized management. Moreover, the large-scale
deployment of F5G in industries promotes the
ubiquitous use of optical cables in enterprise scenarios.
In addition to satisfying enterprise communication
requirements, optical fibers can be used to sense
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parameters such as vibration, temperature, and stress.
By accurately sensing external environments, optical
fibers play a key role in the online inspection of oil and
gas pipelines.

Accelerating enterprise digitalization and
cloudification requires simplified, green, and low-
carbon network architectures. With the acceleration
of enterprise cloudification and digital transformation,
services are centrally deployed on the cloud, traffic is
mainly aggregated from terminals to data centers, and
high-bandwidth applications, such as 8K and XR, drive
the compound annual growth rate (CAGR) of network
traffic to exceed 26% in the next 10 years, requiring
network bandwidth to increase by more than 10 times.
However, the existing multi-layer hop-by-hop
forwarding network architecture faces challenges in
terms of latency and power consumption. Green all-
optical networks with one-hop transmission, all-optical
grooming, and simplified and flat architecture are
required to improve network energy efficiency by 10
times to better meet enterprises' requirements for

digital development.
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® F5G Advanced Industry Objectives
and Characteristics

F5G Advanced focuses on optical fibers, OTN sites, and networks. The goal is to achieve "ubiquitous all-optical
Wi-Fi spectrum. It is deeply integrated with homes, infrastructure" like water and electricity; realize the
industry applications, and optical sensing, and it helps industry vision of "Fiber to Everywhere, OTN to

in the realization of the Internet of Everything (loE) by EverySite, integrated sensing, and all-optical

building all-optical bases for transmission and access autonomous networks".

Figure | F5G Advanced industry objectives

All-optical autonomous network (L4)

Fiber to Everywhere for ubiquitous optical access OTN to EverySite for ubiquitous optical transmission
FTTH, FTTR, FTTO, FTTM OTN to DC, OTN to CO/OLT, OTN to Building
Home Enterprise Industrial Central cloud/ CO/OLT site Commercial
SR R scenario =« M edgecloud - 0000 WA building -
o i == mm
%) k H Jig O e En
FTTH, FTTR FTTR-2B Industrial oEtical i OTN to DC OTN to CO/OLT OTN to Building
networ i

ps-level latency @
99.9999% reliability

—— 10Gbps Everywhere —— ms-level low latency circle

——— = 5
B X ?

{| BB g 5
B == |

The details are as follows: In addition, OTN needs to be extended downward to

buildings, communities, sites, and data centers (DCs),

The access-side bandwidth will evolve from 1 Gbps to and needs to support one-hop access to the cloud to

10 Gbps, and ubiquitous fiber networks (Fiber to realize OTN to every site and build premium and

Everywhere) need to be deployed as the digital differentiated all-optical bearer networks that help

foundations for connecting the real and virtual worlds. . . . . - .
various industries achieve digital transformation.
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Ubiquitous optical cable networks can be managed in
digital mode to sense the environment, integrate
communication and sensing, unleash the infinite
potential of optical fibers, and facilitate the
digitalization and unmanned inspection of various
pipelines, thereby improving the efficiency of resource

management.

Evolving from automation to intelligence, an all-optical
autonomous network accelerates differentiated
product operation. Through the upgrade to an L4
autonomous network, the all-optical bases of transport

F5G Advanced Industry White Paper

and access networks can be intelligently managed,
home broadband experience can be self-optimized, and
private lines and premium computing capabilities can

be quickly accessed.

Based on these industry objectives, the main difference
between F5G Advanced and F5G is that the former
defines green agile all-optical networks, real-time
resilient links for industrial manufacturing, and optical
sensing and visualization based on F5G features that
are continuously expanding. The specific features are

as follows:

Figure | Evolution from F5G to F5G Advanced and continuous expansion of industry characteristics

2020: F5G era

eFBB
Enhanced Fixed Broadband

F5G
e "8

FFC GRE
Full-fiber Connection Guaranteed Reliable Experience

» Enhanced Fixed Broadband (eFBB): from gigabit
access to 10G home, 10G campus, and 100T
networks, achieving 1 Gbps to 10 Gbps Everywhere
(line bandwidth doubled from 200G/400G to 400G/
800G)

« Green Agile Optical Network (GAO): OTN to every
site, building a green agile all-optical network with
one-hop transmission and 10-fold energy efficiency

improvement

Full-fiber Connection (FFC): building digital
foundations for smart homes, enterprise-home

collaboration, and all-optical campuses to increase

2022: F5G Advanced era

eFBB
Enhanced Fixed Broadband

GAO RRL
Green Agile Real-time
Optical Network F5G Resilient Link
Advanced
FFC GRE
Full-fiber Connection Guaranteed Reliable
Experience
osv

Optical Sensing and Visualization

premium connections

 Real-time Resilient Link (RRL): building all-optical
production networks with 99.9999% ultra-high
reliability and ps-level deterministic low-latency to
help various industries go intelligent

» Guaranteed Reliable Experience (GRE): home
broadband changing from visible fault locating to
experience self-optimization, and fast access to

private lines and computing networks

» Optical Sensing and Visualization (OSV): from
communication to sensing, unleashing unlimited
potentials of fiber networks
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® F5G Advanced Application

Scenarios

1. To Home: Immersive XR and Smart House,

Building Smart New Lives

1.1 Immersive XR + Whole-House

Intelligence, Enabling Premium Home Life

With the improvement of terminal capabilities and
large-scale deployment of gigabit networks, home
services evolve toward multi-screen, diversified, and
intelligent features, enabling smart lifestyles. From one
perspective, services are evolving from 4K to 8K to XR.
According to a third-party consulting report, the XR
industry will witness rapid development in the next five
years, and by 2030, over 1 billion users will enjoy an
immersive experience of the virtual world. For example,
in work scenarios, users will wear headsets at home to
create a virtual environment and interact with
customers and colleagues as if they are meeting in
person. Additionally, in online learning scenarios, more
education resources will be shared over the Internet.
Students will use AR glasses to observe chemical
reactions more vividly. In daily life scenarios, XR will
enable people to hold virtual parties and chat
remotely. From another perspective, the number of
terminal connections will increase by more than 10
times. Whole houses will become intelligent, and
various terminals will interact with each other to
provide smart care services. For example, when you
return home after work, your favorite lights, music,
fragrance, and TV programs will turn on automatically,
and the smart bed, smart pillow, and bedroom lighting
and sound effect systems will collaborate to make you
feel comfortable. 3D light sensing can accurately detect

human postures and connect with cameras to provide

smart care for the elderly.

Services such as immersive XR and whole-house
intelligence will pose higher requirements on network
bandwidth and latency. In that regard, F5G Advanced
provides new capabilities such as 50G PON and
supports FTTR Wi-Fi 7 to implement carrier-class Wi-Fi
experience assurance, such as 1-10 Gbps seamless
coverage, latency within milliseconds, and seamless
roaming. F5G Advanced also enables dizziness-free
immersive interactions, privacy-protected healthcare,
and premium smart life experience. New business
models and services will appear, opening market space
worth trillions of dollars.

1.2 Homes Evolve from Entertainment
Centers to Multi-service Centers, Calling for

Enterprise-Home Collaboration

Due to factors such as the COVID-19 pandemic, homes
have evolved from entertainment centers to multi-
service centers, where online education, remote office,
and live broadcast have become important services. As
many people now work from home, rigid demands
have developed for services such as smooth HD video
conference, convenient file transmission, low-latency
remote access, and physical layer permission control
and isolation.

These changes pose higher requirements on network
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bandwidth, latency, encryption, and isolation, calling
for service quality that is on par with that of private
lines. F5G Advanced can provide differentiated end-to-
end (E2E) pipes, one-hop cloud access for high-value
services, and isolation for OTN enterprise private lines.
In this way, the service quality of home broadband can
be guaranteed, and users can enjoy services such as
enterprise-home collaboration and live broadcast
broadband. This will change consumer traffic to
business traffic, maximizing the value of broadband
networks.

1.3 Autonomous Premium Broadband
Network Enables Operators to Shift from

Selling Bandwidth to Monetizing Experience

With the rapid development of gigabit optical
broadband and increase in users, the diversified and
personalized requirements of home services increase
sharply, posing higher requirements on fiber
broadband networks. Al and big data technologies are
introduced to broadband networks to enable operators
to shift from selling bandwidth to monetizing
experience, improving user loyalty and meeting
customized service requirements. The Autonomous
Networks white paper released by the TM Forum
defines the LO-L5 autonomous network classification

standards. Along these lines, multiple operators
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recently released white papers, aiming to achieve L4
autonomous networks by 2025. These networks will
feature highly automated perception, analysis,
decision-making, and execution, achieving zero-wait
service provisioning, zero-touch maintenance, and

zero-trouble services.

F5G Advanced introduces new technologies such as big
data and Al to build E2E digital O&M capabilities for
home broadband services, implementing highly
automated network awareness, analysis, decision-
making, and execution, as well as smart hierarchical
broadband operation. From one perspective, these
features enable real-time visualization and self-healing
of low-quality experience, helping operators shift from
complaint-driven passive O&M to experience-driven
proactive optimization, and from offline traditional
marketing to online precision marketing. From another
perspective, high-value service experience is
automatically optimized. To do this, gold, silver, and
copper pipe services of different assurance levels are
provided and dynamically diverted to the cloud,
implementing self-optimization of STA-level service
experience. F5G Advanced can help operators improve
optical broadband service quality and user experience,
improve user satisfaction, and accelerate the
development of new services.
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2. To Enterprise: FTTO/FTTM Integrates IT and OT,

Enabling Enterprises Digitalization

2.1 Immersive XR Applications Create Brand-
New Experience in Office, Learning, and

Telemedicine Services

Enterprise digitalization is accelerating. In office,
school, and hospital scenarios, XR is widely used, data
is migrated to the cloud, and cross-region intelligent
collaboration is gradually becoming the mainstream.
For example, in hospital scenarios, smart vital sign
detection terminals are widely used to provide
healthcare for the elderly and make premium medical
services accessible to all. Medical check data such as
3D CT is migrated to the cloud in real time, enabling
doctors to remotely monitor the health status of
patients using 360-degree HD videos. Additionally, XR
is widely used in smart classrooms to create an
immersive experience. In enterprise scenarios, the goal
of digital office is to make users feel like their
colleagues are present in the same space, achieving
more natural and efficient communication. Immersive
XR delivers this kind of experience. You can observe the
faces of meeting participants and communicate
through eye contact and body language, like you
would without a screen.

Services such as enterprise 8K live broadcast, XR office,
and XR smart classroom pose higher requirements on
networks. F5G Advanced provides new capabilities such
as 50G PON and FTTR Wi-Fi 7 to achieve 1-10 Gbps
seamless coverage and deterministic latency within
milliseconds. 100 GB design files can be uploaded and
downloaded in minutes, and 3D CT images can be
viewed in seconds, delivering optimal network

experience to enterprise and industry customers.

2.2 Industrial Optical Network Builds an

Optical Base for the Industrial Internet

Industry digitalization is picking up speed as the social
economy develops, and industrial manufacturing is
developing toward digital, intelligent, unmanned, and
flexible operations. 3D machine vision quality
inspection, cloud-based PLC, and centralized control
applications will become the mainstream in future
industrial manufacturing. However, applications such
as 3D quality inspection, cloud-based PLC, and remote
control over the industrial Internet pose higher
network requirements, such as uplink bandwidth of
1-10 Gbps, 99.9999% reliability, deterministic latency
within milliseconds, and production network expansion

in minutes.

In the F5G Advanced phase, industrial optical networks
will bring benefits such as energy saving, stable anti-
interference, high bandwidth, flexible capacity
expansion, long-distance coverage, deterministic ps-
level latency and jitter, and E2E hard pipe isolation to
ensure industrial-grade premium networks. The
benefits will boost services such as unmanned ports,
flexible and intelligent factory production lines, and 3D
Al quality inspection. These industrial optical networks
will serve as the optical base for the industrial Internet
and further unleash the productivity of various
industries.

2.3 Intelligent Transformation of Industries:

Evolution to Green, High Reliability, and

Deterministic Quality

"



With deepening intelligent transformation, the
traditional energy and transportation industries are
developing toward cloudification, videos, and loT. Take
electric power as an example. Clean and low-carbon
energy has become a global trend; however, with new
application scenarios such as PV power, wind power,
and digital loT substations, electric power companies
need a new power system network that provides the
following capabilities: 1. Accurate data collection and
precision control for the distribution network (from
telemetering to teleindication) to reduce the annual
power outage duration and schedule complex grid-tied
power devices, such as rooftop PV panels and charging
piles. 2. ps-level timing and partial discharge —
especially during lighting strikes — for hundreds of
sensors in a substation and thousands of sensors in
each digital converter station as substations go digital.
3. Deterministic latency lower than 5 ms and hard
isolation to ensure smart terminals and video
surveillance do not affect production service stability as
grid-tided and distribution network terminals increase

exponentially.

Compared with traditional networks, future power
communication networks will require more
connections, more reliable communication quality, and
lower deterministic latency within milliseconds to
ensure the 100% security and reliability of collection
and control services. This is the only way that new
power systems can meet peak cut requirements. In the
F5G Advanced era, the optical service unit (OSU)
technology based on hard slicing provides E2E hard
pipes as micro private lines to ensure the
communication quality of terminals. OSU can not only
deliver high OTN bandwidths, but also carry small-
bandwidth services with guaranteed latency to avoid
bandwidth waste. With these benefits, OSU is the
optimal technical path for network upgrade and
evolution.

In long-distance transmission scenarios for industries
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like coal mines, highways, and railways, isolated
information points are connected by optical fibers to
implement data aggregation and sharing and promote
the development of digital applications.

2.4 Communication and Sensing Integration:
Unleashing the Full Potential of Optical

Networks

As fibers are dumb resources, the collection of
information from optical networks to locate and
demarcate faults has always been an industry pain
point, especially after massive optical cables are
deployed. In the F5G Advanced era, the intelligent
digital optical path technology is introduced to
implement E2E visualization of the ODN topology and
optical power, allowing meter-level precision diagnosis.
This helps operators build a digital optical cable
network that features real-time visualization, precise
perception, and efficient O&M, significantly improving
O&M efficiency.

In addition to transmitting signals, optical fibers
perform well when sensing temperature, vibration, and
stress. Realizing that fiber sensing is green, efficient,
and intrinsically safe, various industries have started
utilizing fiber sensing technologies in production
activities. For example, in the traditional oil and gas
and rail transportation fields, long-distance inspection
needs to be performed manually, which is costly (up to
CNY20,000/km/year), time-consuming, and labor-
intensive, but does not produce accurate results in real
time. Fiber sensing is ready for commercialization in
the F5G Advanced era, and it can work with intelligent
algorithms to support pipeline detection (for example,
in the oil and gas industries) and perimeter security
protection (for example, in airports) to achieve 99%
accuracy and meter-level precision, realize unmanned
inspection around the clock and early detection and
warning of intrusion events, considerably improve the
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inspection efficiency, and effectively reduce pipeline
accidents.

In the future, fiber sensing will be able to work with
spectrum detection technologies to measure the
concentration of microelements and gases. For
example, spectral gas sensing will be used to detect
flammable and explosive gases in urban underground
corridors and harmful gas leakage in refineries. It will
not only generate warnings in advance, but also
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indicate the distribution of toxic and harmful gases in
real time, helping first responders determine the
leakage source in seconds and develop rescue plans.
Based on the fourth-generation atomic spectrum laser
induced breakdown spectroscopy (LIBS), fiber sensing
can replace the traditional X-ray fluorescence and
gamma ray methods, enabling real-time, radiation-
free, and high-accuracy element content detection in
the metallurgy and mining industries.

3. To Computing: High-Bandwidth, Deterministic, and Schedulable
Transmission Capacity, Achieving Premium Computing

3.1 High-Bandwidth, Deterministic,
Schedulable, and Fast and Flexible Access
Required for Computing Power to Reach End

Users

High bandwidth requirements for computing hub
interconnection: Driven by national policies such as
new infrastructure construction and digital
transformation and enterprises' requirements for cost
reduction and efficiency improvement, data centers in
China have developed rapidly in recent years. To put it
into perspective, by the end of 2021, the total number
of racks used in data centers across China exceeded 5.2
million, with a compound annual growth rate (CAGR)
over 30% the past five years. The number of racks in
large-scale data centers is increasing rapidly,
accounting for 80% of the total. According to the hub
cluster construction plan released by some provinces
and cities, the 10 hub clusters will have over 5 million
racks. The western hub clusters are mainly used to
meet the national computing power requirements, with
outbound bandwidth exceeding 80%. In eastern cluster
hubs, the outbound bandwidth will reach 35%. The

east-data-west-computing project will require a much
higher backbone network bandwidth. Predictions
indicate that after the planned number of racks are
deployed, the backbone network bandwidth will
increase to 3000 Tbps or higher for computing power
interconnection.

Deterministic low latency for computing power
interconnection: Multi-level collaboration is required
between east-data-west-computing and data centers,
and data center interconnect (DCI) networks must be
stable and reliable with low latency. For example,
active-active services in data centers require latency as
low as 1-2 ms. According to the Computing Hub
Implementation Solution for the National Integrated
Big Data Center Collaborative Innovation System
released by the National Development and Reform
Commission of China (NDRC), to ensure proper
allocation of cold, warm, and hot services, the E2E
unidirectional network latency between data centers
must be within 20 ms in principle.

Flexible scheduling capabilities for cloud-edge
collaboration between all-optical transmission
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networks: As predicted by Gartner, approximately 75%
of enterprise data will be generated and processed
outside data centers by 2025. Edge computing is widely
used in scenarios such as smart transportation, security
surveillance, and the industrial Internet, undertaking
many real-time tasks that require fast data processing.
However, a large amount of processed data still needs
to be aggregated from edge nodes to the central cloud
for further big data analysis, mining, data sharing, and
algorithm model training, and new algorithm models
need to be pushed to edge nodes to promptly
implement updates. In addition, massive data stored
on edge nodes needs to be backed up in the cloud to
prevent data loss caused by edge node faults.
Therefore, efficient collaboration is required between
clouds, between clouds and edges, and between edges.
In this regard, the all-optical transmission network
serves as a bridge for connections and must provide
highly flexible scheduling capabilities to meet cloud-
edge collaboration requirements.

Convenient, flexible, agile, secure, and reliable
transmission networks for users to access
computing networks: Government, finance, schools,
and enterprises are usually distributed in different
areas of cities. The all-optical transmission network
must provide access assurance for these organizations
to obtain computing services when necessary. Some
core enterprise services require high security and low
latency, while some dynamic services require flexible
scheduling, quick response to changes, and prompt
resource provisioning and releasing.

In the F5G Advanced era, the all-optical transmission
network must provide high bandwidth, deterministic
low latency, flexible scheduling, and agile access to

computing services.

3.2 Autonomous Networks for Premium

Access to Computing Services

E2E resource coordination for nationwide scheduling of
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computing power: In the computing network era,
computing power needs to be scheduled nationwide.
This requires central coordination of computing
resources and poses challenges to the original
hierarchical management by province and city. The
three major operators in China have approximately
15,000 to 20,000 OTN devices in large provinces,
approximately 7000 in medium-sized provinces, and
approximately 3000 in small provinces. In the next five
years, each operator will have approximately 300,000
to 500,000 OTN devices in China. These massive
devices require centralized management and control,
E2E transmission capacity scheduling, as well as O&M
capabilities such as complex alarm management and
analysis, fault locating and demarcation, and potential
fault analysis.

After hub computing power, provincial computing
power, and municipal edge computing power are
deployed, users' computing power requirements can be
met by different computing power resources. As the
brain of the computing network needs to match
resources with requirements based on latency,
bandwidth, and computing power, the management
and control system of the all-optical transmission
network must effectively collaborate with the brain of
the computing network to select resources and
establish network connections.

At the early stage of F5G Advanced, the network-wide
transmission capacity is visualized to support flexible
scheduling of network resources and improve the
efficiency of network resource allocation. During the
growing stage of F5G Advanced, network resources will
be flexibly scheduled with highly reliable service
capabilities, such as intelligent scheduling within
seconds, 99.999% availability, guaranteed bandwidth,
and low latency. As F5G Advanced matures, millions of
network nodes will be centrally managed and flexibly
scheduled nationwide, enabling efficient computing
power allocation for projects like east-data-west-
computing.
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4. Green All-Optical Base, Improving Bearer Network Energy

Efficiency 10-Fold

Facing massive data transmission and carbon
neutralization requirements, high-efficiency and
energy-saving technical solutions are required for
networks. On the bearer network, optical fiber
transmission is most energy efficient and the first
choice to achieve premium transmission and carbon
neutralization. In 2C scenarios, optical fiber
transmission can be extended to base stations to fully
meet the access bandwidth and latency requirements
of 5G and future 6G. In 2H scenarios, optical fiber
transmission can be used to replace copper cable
transmission, reducing energy consumption by 75%
and meeting users' future digital home experience. In
2B scenarios, optical fiber connections extended to
offices and factories greatly reduce the power
consumption of signal transmission, and provide a high

bandwidth and low latency to improve user experience.

When the network evolves to the F5G Advanced phase,
an optical network needs to achieve green and low
carbon emission from four dimensions. First, change
the optical spectrum from the C-wave band to the L-
wave band, greatly improving the single-fiber capacity
and reducing the power consumption per bit. Second,
improve the hardware energy efficiency of devices by
means such as liquid cooling, intelligent temperature
control, and tidal bandwidth algorithm. Third,
reconstruct DC centers to improve the site energy

efficiency. Fourth, change the traditional optical-layer

architecture deployed in FOADM mode which is labor
intensive and inefficient in resource, equipment room
space, and energy usage to the OXC solution which
simplifies the deployment at the core and aggregation
optical layers. In addition, the OXC solution pools
metro WDM resources to enable a single aggregation
site to connect to multiple access rings through one
pooled board, implementing multi-ring sharing,
improving wavelength resource utilization, reducing
optical-layer complexity, and realizing automatic
wavelength planning. Based on the two technologies,
an end-to-end all-optical simplified target network can
be constructed to enable one-hop access to the cloud
and unified bearing of multiple services. In this way,
energy consumption is optimized in the network
architecture, and the energy efficiency of the entire

network is improved by more than 10 times.

Multiple energy-saving innovations have been
developed to realize green operation. A board can
enter the sleep mode in off-peak hours to save energy.
The optical network energy efficiency can be
dynamically optimized at multiple layers, from slots,
boards, to ports and interfaces. Links can be set up
rapidly and resiliently in minutes at the optical layer
and in seconds at the electrical layer for easy service
access. The bandwidth can be adjusted from Mbps to
Tbps losslessly in milliseconds to achieve precision

operation and control.
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'3 F5G Advanced Evolution Path

1. To Home: FTTx Evolution, Building Whole-House Intelligence

Global operators develop FTTH networks in three
phases to expand service boundaries and improve
service quality.

In the first phase, all-optical networks are green with
low carbon, high bandwidth, high stability, and low
latency features, and they provide advanced services
and applications for users. All-optical networks are
becoming a key strategy for green and digital
transformation in countries. Governments and
operators worldwide continuously reduce the TCO of
FTTH construction and accelerate the construction by
guiding optical fiber policies, planning integrated
optical cable networks, reusing various resources such
as base stations and backhaul optical fibers on live
networks, and introducing digital pre-connection ODN
technologies.

In the second phase, as services and broadband
packages are upgraded to 500 Mbps to 10,000 Mbps,
valuable services such as 4K/8K/VR, online office/
education, and live broadcast are developed. By
building planning, construction, acceptance, and

maintenance capabilities, optical fibers are extended to
rooms, and the combination of 10G PON and FTTR
builds a gigabit home network with true gigabit
experiences, ultra-low latency, whole-house coverage,
and seamless roaming.

In the third phase, with the development of XR, 8K,
cloud gaming, and multi-terminal access, the true
gigabit home network evolves to the smart home,
where various terminals are interconnected through
all-optical base Wi-Fi 7. To carry latency-sensitive
services such as VR and 8K, the home base must have
deterministic low latency, zero interference, and multi-
spectrum Wi-Fi. The typical characteristics of this phase
are as follows: Network bandwidth is upgraded to 50G
PON, and Wi-Fi 7 implements wide-spectrum access.
The network is upgraded to support the L4
autonomous network. With network experience
visualization in seconds, proactive locating in minutes,
and online precise marketing, service experience self-
optimization and assurance as well as network-level

fault self-healing are achieved.

2. To Enterprise: Digital Upgrade of Enterprise WANs and Intranets,
Achieving Integrated Sensing and Communication

With the popularization and development of
applications such as industry intelligentization, video
access to the cloud, and unattended remote control,

industry WANs require high bandwidth, high reliability,
and small-granularity hard pipes. Industry WANs with
SDH technologies as the core will be upgraded to next-
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generation OTN networks. The OTN OSU technology
uses 10M timeslot granularities and fixed timeslot
multiplexing, while supporting 4000 connections per
100G to achieve one-hop transmission of key service
data with high security, high reliability, and low latency.

Within enterprises, intranets generally carry enterprise
office, video, surveillance, collection, and production
system interconnection services, and fiber to the
desktop (FTTD) and fiber to the machine (FTTM) are
promoted to create seamless optical network coverage.
In this context, existing 10G PON networks can be
upgraded to support 50G PON and FTTR Wi-Fi 7. With
the help of network hard slicing and deterministic
bearer technologies, a unified optical network can be
built to provide up to 10 Gbps of bandwidth, low
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latency within milliseconds, and zero interference for
end access in enterprise intranets.

Oriented to integrated sensing and communication,
device ports, boards, modules, and management and
control functions are upgraded in the F5G Advanced
phase to utilize the optical fiber sensing function for oil
and gas pipeline inspection and perimeter security
protection in key areas such as airports. In this way, the
sensing positioning can achieve commercial-level
application capabilities, such as 99% accuracy and
meter-level precision. The advantage of integrated
sensing and communication is that it helps industries
build intrinsic sensing capabilities and further expand
applications.

3. To Computing: Upgrade from Premium Private Lines to Premium

Computing Networks

In the premium private line phase, the core concept is
to implement high-quality service bearing; provide
99.999% network availability, low latency, low jitter,
and visualization capabilities for private line customers;
and support service provisioning within minutes.
Premium private lines are not just used by high-end
customers such as governments, as their reach now
extends to an increasing number of large, medium-
sized, and small enterprises. The typical characteristic
of premium private lines is E2E OTN networking, which
extends OTN coverage to end users within 500 m to 1
km to achieve fast access. In addition, 400G is
deployed on backbone networks, 100G+ is widely
deployed on metro networks, and OXC is increasingly
deployed at the backbone core layer to enhance the
low latency capabilities of private line networks.
Moreover, 1-5-20 ms three-level latency circles (1 ms
within city, 5 ms from city to regional clusters, and 20

ms between hubs) are constructed on private line
networks.

In the second phase, a premium computing network is
built. This is the initial phase of a computing power
network, and its core concept is "collaboration". As the
bearing base of premium computing power, an optical
network is still an independent unit, meaning optical
and computing networks are orchestrated and
scheduled separately. However, optical networks start
coordinating deployment and operation. Through their
collaborative service portal, resource scheduling is
implemented to meet user requirements for one-stop
service provisioning. On-demand computing network
programming flexibly schedules ubiquitous computing
power resources, reduces application response latency,
improves system processing efficiency, and achieves
mutual promotion and win-win development of
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computing networks. The typical characteristics are as
follows: OTN implements on-demand coverage on the
CO side in the premium private line phase, implements
fast service access to OTN sites within 300 m, realizes
the1-5-20 ms latency circles, introduces the computing
power sensing function, and can quickly identify the
computing power destination and directly access the
computing power end through one hop to the cloud
using transmission networks. As for the rate increase
on the backbone side, backbone networks are
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upgraded to 400G and 800G to meet the large-
capacity transmission requirements brought by
centralized computing power. On the management and
control side, the upgrade to an L4 autonomous
network is supported. The network-wide transmission
capacity visualization, resource pooling, automatic
provisioning within seconds, and management and
control for ultra-large networks with millions of NEs
comprehensively enable premium transmission
networks with guaranteed bandwidth and latency.

4. Green All-Optical Base: Upgrade and Reconstruct Old Devices,
Optimize the Architecture by Replacing Electrical Components
with Optical Ones, and Extend WDM to Metro and Access
Networks to Build All-Optical Bases

To evolve to F5G Advanced, the green optical

transmission base needs the following upgrades:

As more industries go digital, massive old services and
devices need to be incorporated and retired. More than
2 million old SDH devices are running on the live
network around the world. With the gradual migration
of 2G and small-granularity private line services, SDH
devices need to be upgraded to optimize equipment
room usage. As technologies such as MS-OTN and
small-granularity OSU become mature, OTN will
definitely replace SDH devices. According to the case of
a city in China, after more than 200,000 SDH lines
were migrated to OTN, 1.66 million kWh of electricity
was saved each year, which is equivalent to planting
more than 70,000 trees each year. The electricity fee is
reduced by nearly one million CNY. Further more, the
SDH-to-OTN upgrade saves more than 90% of
equipment room resources.

To cope with the sharp increase in energy consumption

caused by rapid traffic growth, operators need to
continuously reduce the per-bit power consumption on
the bearer network. In addition, operators need to
optimize the network architecture and build all-optical
target networks by introducing OXC (replacing optical
components with electrical ones) to reduce the
network-wide energy consumption. Backbone-layer
traffic evolves from electrical-layer grooming to
optical-layer grooming, enabling the network to
feature a 3D-mesh all-optical connection architecture.
The discrete ROADM evolves to a unified OXC platform
that implements higher than 400G bandwidth all-
optical 32-degree to 64-degree grooming and C120 to
C120+L120, significantly reducing the energy
consumption of backbone traffic forwarding at the

electrical layer.

OTN gradually extends from the metro core layer to
metro aggregation layer and CO equipment rooms.

With an optical-electrical convergence network
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architecture, the levels of hierarchical electrical-layer
grooming on metro networks are reduced. Driven by
XR, 8K, cloud computing, and cloud storage services,
OTN optical transmission is further extended to service
access sites and deployed in equipment rooms, outdoor
cabinets, and pole sites. The distance between optical
transmission devices and users can be less than 300 m,
achieving all-optical access of premium services within
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the vicinity. Services are transmitted in one hop from
the access layer to the core layer/DC at the optical
layer. An E2E all-optical network is deployed from the
backbone network, metro network, to access network.
Optical and electrical resources are pooled and
allocated on demand. In this way, the energy efficiency
of the entire network is improved by 10 times, making

networks greener.
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® 10 Key Technologies of
F5G Advanced

1. 400 Gbps and 800 Gbps or Higher Ultra-broadband

As "East Digital West Computing" project comes into
full play in China, it has become an imperative task to
optimize the interconnection network between the east
and west and the direct network between hub nodes.
DC network construction is also in full swing outside
China. Therefore, the transmission port rate of
transmission networks needs to be continuously
doubled, and the single-fiber capacity needs to be
doubled over the same transmission distance to
support large-capacity transmission on backbone
networks.

400G metro standards have been released to define
200G at C80 and 400G at C40. In this context, 400G
long-haul transmission standards were initiated at the
end of 2021 and will be released in 2024. As for 800G
standards, several standard organizations are
discussing client-side modules, and line-side and
system standards will be put on the agenda as the

industry continues to develop.

To meet this requirement, the optoelectronic industry
needs to prepare key technologies in the optical

2. E2E Wavelength Switching OXC

Currently, large-scale ROADM/OXC networks have

been deployed at the backbone layer around the world,
and optical-layer grooming is being gradually extended
to the metro aggregation and access layers. Compared

module, spectrum, optical fiber, and system

commissioning fields.

 The port rate of optical modules needs to be
increased from 200 Gbps to 400 Gbps and 800 Gbps,
and the same or similar transmission capability
needs to be maintained. Therefore, the high-
performance codec algorithm, FEC algorithm, and
non-linear compensation algorithm need to be
studied.

* In the 400G phase, OAs will be expanded from the
original C band to C+L band to double the spectrum.
In this case, the capacity can be doubled at the same
spectral efficiency. When the spectral efficiency
reaches bottlenecks, the technology evolution path
of a wider spectrum can be further explored for the
800G generation.

» New optical fibers, including G.654E fibers with a
large effective area and low nonlinearity, multi-core
and few-mode optical fibers, and hollow-core optical
fibers can be researched and explored.

with traditional optical-layer planes, all-optical
networks implement one-hop transmission of services
at the wavelength level, reducing complex electrical-
optical conversions. Like direct trips between high-
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speed railway stations, all-optical networks feature
non-blocking transmission with ultra-low latency. In
addition, all-optical grooming —functioning as a
"high-speed overpass" — efficiently grooms service
traffic, and significantly improves the grooming
efficiency. As services develop in the future, all-optical
network grooming and all-optical cross-connect units
will also face various challenges. Specifically, backbone
transmission is evolving toward higher-rate ports,
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faster grooming, and wider spectrum, and metro
networks require more flexible deployment, lower
costs, and simplified O&M, which have become the
new norms for dynamic development of the metro
optical layer. To address the technical challenges of
OXC, research needs to be conducted on a low-cost
solution with few ports, 64-degree or higher solution
with many ports, and C+L-band integrated WSS.

3. Agile Service Provisioning Protocol

The agile service provisioning protocol provides
simplified and efficient control for all-optical service

cloudification and computing.

« Service protocol: It controls service routes and
separates control and forwarding.

Connection protocol: Control signaling is forwarded
along with the data channel. The forwarding
performance is decoupled from the number of pipes,
and high-performance massive connections can be

quickly established.

In the 2B/2H cloud access service scenario, users need
to access multiple clouds at one or more points. An
OTN edge node needs to detect the destination
addresses or VLANSs of service packets and
automatically map them to corresponding OSU/ODUk
pipes. In addition, the OTN edge node detects service
application types and traffic, calculates the required

4. Optical Service Unit (OSU)

OSU is a network technology used by OTN networks to

bandwidth based on the application traffic model, and
automatically triggers bandwidth adjustment for the
corresponding OSU pipe. OTN edge nodes use service
protocols to forward private network addresses of
enterprises through controllers, greatly reducing the
operation complexity of intermediate NEs on the

network.

A fiber cut affects thousands or even tens of thousands
of small-granularity OSU services, as well as the
restoration performance. To mitigate this issue, the
automatically switched optical network (ASON) path
computation unit pre-computes a preset restoration
path and configures the preset resources on each node
of the path. As such, when a fiber cut occurs, the
connection protocol is forwarded along with the data
channel to quickly activate bandwidth and achieve fast
restoration within 10 ms.

evolve to large-scale and small-granularity private line
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bearer scenarios on metro networks. It uses smaller
timeslot granularities (on the Mbps level), supports
massive elastic hard pipe connections, and provides
guaranteed, deterministic low latency as well as
comprehensive E2E OAM functions, thereby meeting
the high-quality requirements of private line bearer
scenarios on metro networks.

China and international standards organizations are
actively researching and formulating OSU standards.
For instance, China Communications Standards
Association (CCSA) has initiated OSU standards and
defined technical solutions. Currently, the technical
solutions have a stable definition. Meanwhile, ITU-T
initiated the G.OSU standard and discussed scenario
requirements as well as technical directions. At the ITU-
T SG15 plenary meeting in September 2022, ITU-T
reached a consensus on the corresponding technical
directions, laying a foundation for OSU standard

formulation.

Figure | OSU pipes

Traditional ODUk pipes

Timeslot granularity:

1.25 Gbps obu

Bandwidth range: ODU oTU
1.25 Gbps to 400 Gbps ...

Connection scale: oDU

80 channels/100G

5. 50G PON

In September 2021, ITU-T approved and released the
50G PON standard. 50G PON is widely recognized as
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The key OSU technologies and features are as follows:

» Massive connections: 10,000 connections per 100G
are supported; therefore 100,000 connections can be
achieved on a metro network.

Flexible bandwidth adjustment: Hitless pipe
bandwidth adjustment is supported based on service

requirements.

 Transparent transmission of clock signals: CBR
services can be transparently transmitted to meet the
clock performance requirements of customer

services.

« Service awareness and mapping: Service awareness is
supported to encapsulate and map service flows to
OSU pipes.

Stable and low latency: The latency during electrical-
layer pass-through processing of large-granularity
services is stable and within 10 ps.

OSU pipes
osu Timeslot granularity:
osu 10 Mbps
823 ol Bandwidth range:
osu 10 Mbps to 100 Gbps
OSsuU Connection scale:
osu 4000 channels/100G

the mainstream next-generation PON technology in
the industry. The 50G PON system defined in the ITU-T
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standard uses the point-to-multipoint architecture and
time division multiplexing (TDM) technology. The first
version supports 50 Gbps in the downstream direction
and 12.5 Gbps or 25 Gbps in the upstream direction,
while the future enhanced version will support 50 Gbps
in both the upstream and downstream directions.
Additionally, 50G PON introduces the digital signal
processor (DSP) to compensate for component
performance, improving access bandwidth by five times
compared with 10G PON. 50G PON also features
higher service support capabilities. Specifically, it
supports technologies such as single-frame multi-burst,
registration window elimination, Co-DBA (reduces
transmission latency and jitter), and PON slicing

(provides deterministic service quality).

The release of the standard promotes the maturity of
the 50G PON technology and industry, with predictions

6. Wi-Fi 7

Wi-Fi 7 (IEEE 802.11be) is an upgrade of Wi-Fi 6 and
Wi-Fi 6E. Draft 2.0 of Wi-Fi 7 will be finalized in 2022,
and the standard will likely be released by the end of
2024. Wi-Fi 7 can provide a peak data rate over 30
Gbps, which is approximately three times faster than
the peak data rate of Wi-Fi 6. In addition, Wi-Fi 7 is
backward compatible with previous-generation Wi-Fi
devices.

To meet the requirements of new applications in the
future, Wi-Fi 7 features multiple enhancements
compared with Wi-Fi 6, for example, higher access
throughput and lower access latency. To improve the
access rate, Wi-Fi 7 uses 2.4 GHz, 5 GHz, and 6 GHz
spectrum resources and introduces multiple
technologies, such as the 320 MHz frequency band and
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pointing to the commercial use of 50G PON by 2025.
Intergenerational network upgrade and smooth
evolution have always been the key concerns of the
industry. As network evolution is a gradual process, a
technical solution for the coexistence of 50G PON and
PON over the same live optical distribution network
(ODN) needs to be developed. In this regard, the
multi-PON module (MPM) solution for a single PON
port at the CO is a key research direction. To improve
50G PON deployment efficiency, CO devices must
support the same optical power budget and port
density as devices on the live network. That said, it is
still technically challenging to support an optical power
budget greater than 29 dBm and high-density PON
boards. As such, the research directions include new
high-power lasers, high-sensitivity receiver chips, and
low-complexity DSP algorithms.

4K quadrature amplitude modulation (QAM). To
reduce latency, Wi-Fi 7 adopts technologies such as
multi-link operations and multi-user resource unit
(Multi-RU), while exploring the coordination and
scheduling mechanism between multiple APs. That
said, a lot of research is still needed to fully utilize the
capabilities of Wi-Fi 7. The Wi-Fi 7 320 MHz ultra-wide
spectrum is in the 6 GHz wireless frequency band;
however, this frequency band may not be commercially
available in some countries or regions. In this case, the
millimeter band is a possible choice. Due to the use of
6 GHz or higher frequency bands and new mechanisms
with higher complexity, highly integrated, miniaturized,
and low power consumption RF components, antennas,
and supportive algorithms are the key research
directions.
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7. FTTR Networking with Centralized Management and Control

As its name suggests, FTTR extends optical fibers to MFU is deployed at the access point of a house or
every room in a home or small enterprise to ensure SME, and multiple SFUs are connected to the MFU
premium service experience in indoor environments. using optical fibers based on service requirements and
FTTR consists of three parts: master FTTR unit (MFU), network planning to provide wired and wireless gigabit
slave FTTR units (SFUs), and indoor fiber network. An network coverage for each room.

Figure | FTTR networking with centralized management and control

Traditional Indoor Networking FTTRm';e::;:rnI:i:Etv;’:‘t: :::tt:c?ll ized

€ Unstable megabit backhaul over copper & One-network for smart connection base (full-
lines or Wi-Fi fiber connection, stable ultra-gigabit)
# Complex O&M due to independent devices @ Simplified O&M on one network (Centralized

#) Experience Fluctuation due to competition management on master FTTR unit)

between multiple Wi-Fi APs E) Stable experience on one network (central

coordination of optical and Wi-Fi networks)

24



A key feature of FTTR is the indoor distributed fiber
network. Optical fiber networking features ultra-large
bandwidth, stable anti-interference, and low energy
consumption. It supports one-off deployment and
long-term evolution, making it an ideal choice for
indoor networking. To adapt to diverse deployment
scenarios and improve deployment and maintenance
efficiency, technical innovations have been made
around elegant and tensile optical fibers, power over
fiber (PoF) cables, and onsite termination.

Stable and premium experience is the key goal of
FTTR. To this end, FTTR needs to address major issues
of traditional indoor Wi-Fi networks, such as lack of
control and stability. For this, it uses a centralized one-
network management and control architecture in
combination with multi-layer enhancements such as
service and connection collaboration, optical and Wi-Fi
collaboration, and centralized Wi-Fi control. It also
enables precise collaboration of Wi-Fi APs on the entire
network from multiple dimensions — such as
frequency domain, time domain, and space domain —
to provide consistent and stable connection experience

8. PON Multi-Dimensional Slicing

To ensure experience and guarantee SLAs, E2E slicing is
implemented on the Wi-Fi air interface, ONU Ethernet
port, and OLT network-side egress. Slices are created
dynamically, and resources are allocated on demand
based on committed, visible, and manageable SLA
requirements to enable integrated service bearing over
a single fiber. In addition, technologies — such as
home and enterprise Wi-Fi network optimization and
optical access network time and frequency
multiplexing — are used to meet millisecond-level and
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and zero-packet-loss roaming on the entire network.
Continuous exploration and research are required to
balance service experience requirements with device
resource limitations, thereby obtaining the optimal
optical and Wi-Fi collaboration mechanism and
centralized Wi-Fi management and control algorithm.

The fundamental idea of FTTR is that only one
network is needed for a whole house and O&M is
simplified. One FTTR network is simplified into one
management point to support one-click service
provisioning and intelligent O&M. The FTTR one-
network O&M framework and management model
need to be jointly studied and defined by the industry.
For one thing, premium FTTR connections are the
cornerstone of smart applications for homes and SMEs.
For another, widely distributed optical fibers and
devices have sensing and computing capabilities,
making them key data generation sources and data
processing resources. Indeed, FTTR has great potential
to provide smart services in the future to increase

network values.

microsecond-level deterministic low latency

requirements.

E2E slicing involves the egress of the ONU and OLT on
the access side. Slices of each device on the network
are properly combined to implement dynamic slice
creation and on-demand resource scheduling. E2E
industry private network slicing enables a multi-
purpose network to provide differentiated bearer
services for different industry users.
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Figure | PON multi-dimensional slicing
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There are three types of slices on a PON access
network: management slices, resource slices, and
resource slices. A management slice is a slice of
management resources, used for precise access control.
In multi-tenant scenarios, each tenant can customize
views based on service requirements, and visualize and
manage only their own network resources. Resource
slicing is the basis of access network slicing. ONUs and
Ethernet ports must be allocated to a dedicated
network, which each must have an independent
forwarding domain. Traffic slicing is mainly used to
classify applications to implement deterministic and
differentiated SLAs.

Latency and jitter of Wi-Fi interfaces are key
bottlenecks in home/campus office scenarios. Wi-Fi 7
uses the OFDMA technology, multi-user resource

allocation, and multi-link collaboration algorithm to

PON slicing
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implement integrated slicing by multiplexing air
interface time and frequency. This effectively reduces
Wi-Fi air interface conflicts, reduces service forwarding
latency and jitter, and achieves deterministic
millisecond-level latency, meeting requirements of
services such as XR Pro.

The TDM forwarding plane is added to the optical
access network, forming a dual-plane forwarding
architecture. The jitter compensation mechanism,
single-frame multi-burst technology, independent
registration channel technology, and collaborative DBA
technology are introduced to implement microsecond-
level low-latency forwarding and service jitter at the
service forwarding layer, helping industries such as
industrial remote control and precision manufacturing

go intelligent.
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9. Native Intelligence for Autonomous Networks

The Autonomous Networks Project (ANP) of the
Telecom Management Forum (TM Forum) defined the
overall architecture and classification standards of
autonomous networks, while the European
Telecommunication Standards Institute (ETSI)
researched and standardized how to implement E2E
automatic management of networks and services, as
well as how to apply Al technologies in autonomous
networks from the perspective of resource facing
services (RFSs). Currently, related projects and working
groups of the TM Forum, ETSI, and China

Figure | PON multi-dimensional slicing
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Communications Standards Association (CCSA), and
other related standards organizations have established
a collaborative organization to jointly research and
standardize autonomous networks, in addition to
promoting the implementation of standards for
autonomous network technology in different fields
such as optical networks.

The TM Forum has launched the Autonomous Network
White Paper, which defines the system architecture of
autonomous networks, as shown in the following

figure.
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Key technologies that support optical autonomous
networks mainly cover the following five technical
directions:

1) Visualized transmission capacity

Allocate integrated weights to multiple factors such as
the network usage and latency based on real-time
detection of the computing power-network status to
calculate paths that not only meet SLA requirements of
different services and but also evenly use network
resources. Oriented to the dynamic trend of computing
power-network services, introduce Al technologies to
automatically learn the distribution characteristics,
duration modes, and growth trends of computing
power-network services, to optimize the multi-factor
path computation capability. Oriented to integrated
computing power-network scheduling, concurrently
calculate routes from users to all optional computing
nodes for the upper-layer system to intelligently
determine a computing power-network scheme based
on network transmission capability measurement data.

2) Automatic service provisioning in seconds

Integrate the automatic optical service provisioning
capabilities of device vendors' network management
and control systems through automatic interfaces
between BSS/OSS subsystems, to support application-
driven automatic service provisioning in seconds.
Enable the system to automatically set the service
source and sink addresses, port types of user devices,
as well as the bandwidth, protection, and latency
requirements, automatically calculate paths that meet
latency and protection requirements and allocate
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resources, create server paths for services or reuse
existing server paths, and create E2E connections. In
this way, manual provisioning in days or weeks is
replaced with automatic provisioning in seconds,
thereby improving service provisioning.

3) Ultra-large network management and control

Deploy a two-level architecture consisting of the super
and domain controllers. The domain controller is used
for single-domain service scheduling; the super
controller for cross-domain service scheduling. The two
controllers collaborate to implement flexible
scheduling of a large network with millions of NEs.

4) Personalized services

Deploy intelligent OLTs to identify more than 70 OSS
labels in four categories for online users, such as poor-
QoE, experience status, home networking, and poor-
QoE bottlenecks. In this way, BSS systems can
implement personalized services more accurately over
gigabit/FTTR networks, changing from potential
customer identification in weeks to real-time
recommendation.

5) Real-time experience assurance

Provide VIP users with dedicated assurance capabilities
such as E2E dynamic topology visualization, fault
diagnosis, and experience optimization, to accurately
sense and locate possible suspension, disconnection,
and slow response issues. Complaint-triggered
response and locating are replaced with routine
assurance, assuring user experiences.
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10. Harmonized/Integrated Communication and Sensing

« Key optical cable digitalization technologies

It is difficult for NEs in an optical communication
system to monitor the health and status of dumb
resources such as optical cable networks. Operators
have long lacked effective digital management
methods for port occupation status and fiber patch
cord connections in optical distribution frames (ODFs)
in equipment rooms and outdoor fiber distribution
terminals (FDTs). As advanced technologies such as
sensors, Al, and big data become popular, digital
information collection and processing tools developed
for various handheld terminals, intelligent device
boards with optical fiber quality monitoring and optical
cable status awareness capabilities, and advanced and
efficient computing and machine vision algorithms can
now be used to provide operators and other optical
cable network owners with real-time and accurate
digital recording, audit, and synchronization of massive
dumb resources such as passive facilities, optical fibers,
and optical cables. At the same time, for the backbone
and distribution optical cable sections of the local
network of an operator with the highest proportion of
the total mileage of optical cables, based on the
innovative breakthroughs in bottom-layer
optoelectronic components and basic materials, some
equipment vendors have made optical route resources
of a gigabit optical network visible and manageable
from end to end, setting a clear path for O&M
development in the access section of an optical cable
network in the future.

« Key optical fiber sensing technologies

Optical fiber sensing uses the physical properties of
light as it travels along a fiber to detect changes in
vibration, temperature, strain, and other parameters.
This technology utilizes the fiber itself as the sensor to

create thousands of continuous sensor points along the
fiber, and so is also called distributed optical fiber
sensing. The principle is to use a standard or specific
fiber to implement measurement using Raman,
Rayleigh, and Brillouin distributed optical fiber sensor
techniques.

Unlike traditional electromechanical and electronic
sensors, optical fiber sensors feature anti-
electromagnetic interference, corrosion resistance, easy
integration, intrinsic safety, long distance, and high
precision. Thanks to these advantages, optical fiber
sensing has been widely used in large-scale
engineering projects. It also has a large number of
mature application cases in various industries, such as
oil and gas pipeline intrusion detection, perimeter
detection for large campuses and rail transits, security
detection for large civil engineering structures such as
bridges and dams, and security detection for railways
such as tunnels.

Application scenarios of optical fiber sensing are
further enriched thanks to the continuous performance
improvement of narrow-linewidth light sources, the
mature application of new technologies such as the
multi-carrier technology, pulse code, and special
sensing fibers, as well as automatic event identification
using the big data generated during Al-powered
optical fiber sensing processing. These trends also
continuously improve the KPIs including the coverage
distance and sensing precision of optical fiber sensing
and event identification accuracy.

« Key Wi-Fi sensing technologies

Radio waves are the best sensors. Leveraging the
sensing function of Wi-Fi 7, radio waves have the
benefits of low cost, continuity, and non-infringement
on user privacy, in addition to supporting valuable
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applications such as indoor positioning, motion
detection, and breathing frequency detection. Wi-Fi
sensing technologies usually use the change patterns
of signal arrival time (for example, IEEE 802.11az) and
channel state information (for example, IEEE 802.11bf)
of a signal propagation path to sense existence or
motion information of a person or an object in a

coverage area.

Affected by the operating environment, Wi-Fi signals
may suffer from interference, fading, and multipath
effects during transmission, which limits the precision
and accuracy of Wi-Fi sensing and identification. Much
research in the industry has focused on continuously
improving the precision and accuracy of Wi-Fi sensing
and identification based on the characteristics of Wi-Fi

F5G Advanced Industry White Paper

signal transmission. To improve Wi-Fi sensing precision,
signal waveforms and sequences that match refined
personal features can be designed for signals to reflect
slight changes in personal features. Alternatively, the
multiple-input multiple-output (MIMO) antenna
technology can be used to obtain more multi-
dimensional radio channel information. In addition,
using millimeter waves that have shorter wavelengths
is also a potential direction. To improve Wi-Fi sensing
accuracy, environment anti-interference technologies
can be enhanced to prevent statistical features from
being overwhelmed by interference. Alternatively,
technologies for cross-AP synchronization and
coordination can be explored to obtain more accurate
and richer information over the entire network.
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€ Summary and Prospects

Optical communication is always in a state of
continuous innovation and development. In the first
phase, F5G standards have been put into commercial
use. But F5G technologies are still developing. At the
meeting on September 16, 2022, the ETSI officially
named the next phase: F5G Advanced. It defines new
goals and capabilities for the future development of
F5G. With the wide application of F5G in various
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industries, new opportunities and service requirements
are generated for homes, enterprises, and industries.
Evolution to F5G Advanced is required to enrich
applications, promote innovation, and build a
sustainable fixed network industry. Let's join hands to
stride into F5G Advanced and usher in a new era of

fiber to everywhere.
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Acronyms and Abbreviations

Al artificial intelligence

DCl Data Center Interconnect

ETSI European Telecommunications Standards Institute
F5G the Fifth-Generation Fixed Network

FlexO Flexible Optical Transport Network

FTTH fiber to the home

FTTR fiber to the room

FTTO fiber to the office

GPON gigabit passive optical network

MPM PON Multi-Processing Module passive optical network
N E Enetvor network energy efficiency index

HPC high-performance computing

ICT information and communications technology
oDSP optical digital signal processing

oT Operation Technology

oLT optical line termination

ODN optical distribution network

ONU optical network unit

ONT optical network terminal

osu optical service unit

OSUflex optical service unit flex

ROADM reconfigurable optical add/drop multiplexer
OXC optical cross-connect

oSS operations support system

PLC production line control

SLA Service Level Agreement

TM Forum telecommunication management forum

VR virtual reality

Wi Work Item

WBBA World Broadband Association
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it
PEETIHECRENELSRN, ERIGERZET

WEER. MR, MG ERRE. LIEBHRG, &
SREEEIEIEE, SHR/NBEREMER. HFUE
FRILAIMIBX N ASHIAR, BOARFESKHOFHEE
HEGME, SFE=77mEEN: —. RRUSFHEERR
BROFM, BEEIVHKR, 7B, SSBEMIEEES
RERS, BEEREIRENEREEED, BHEN
FENZERZEAE, LE—SEEFIFEK. =,
B INERER, — RBLHRLENSEAE
BER, — M HFRRESMRLT N SXERE, SER
BRI UHRELERET v s8R, =. DMIVLKRHF
-+ B ImAIE, ERERIRFIISIE ARSI X
SiaElt, HBWEIHRISE<SMsTIEIRERES .

E AR B E M ERRE RN E T EE SAIEE
¥, FOURMNBERE, ERAIAEEMSHKATIE, iR
RESEEWSE00%RETE, FEREHEBNER
& “HIEES” A9%K. F5G Advancedfiig, EF&
PMREBOSURARNIETE, FHEFOTNATEMLS,
ERfAENEEWS, FTRORE, HEGRE, 2ER
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MEFHREHIRERARIRRE, TUME2EREBEALIRIZ
BiRM ‘HEL” NBERERE.

HEFUngEs . Q8. SKEFKIEERNEZS,
BISEAEENMNANER REESREE—R, ST
ERCESHE, EHRTUHFUNARE.

| 2.4 BR—ih: BRNFRETREE

REEERI T ARNE, SHERTATE, F4D
SR A B S S L R R R R A
SR, F56 Advanced¥iEas| \SEEEEETIL
A, STHODNIEMIA =LA AR 5
B, JOEERSTIE KSR ATL. W, AR
S RURAIRF B,

AR, SEARNAILHTES S, N aERE
R RE. MNSEAIA, SR SSRGS
EREE. BH. ARZLEMSRE, TSR

F5G Advanced F=llHE+H

ARRBFEFENR . IERRTHSINEESF LT
FATHITRIEBRIKEEFERENES, MEKEHR
FOSCRIMEAERIBR, HSEEKEZERZIA2T ¥ /km/

F. F5G AdvancedMEIG/ A RANINAEN A TIHSE

BB, NIHERARLME, HESEEEETR
RGEERAN T FRRIRIAZI00 % HEFRERFIR NS
EEEARMAKE, EETMERREAMKIE, N2
SHEIMNIE, SRR EESRS, KBTI

=
o

ERARFFCEATNIAELESLIMITER . SURRER
ME . WEFEESARFINREN BT mhitt FE RIS
BN L BESFLERT, TR
Z, TEEBINZEESEEMTARLHRE, DR
HEtRR, HEIKIEARBIERIERRNE; KIEENTE
FIHELIBS, AJEERXSIEIIFNNIDEILE, (5
IAEFNF AL SCIISERY . RS SERRIITRSER
.
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3. x&:

31 NHEERKHARAE, BEXTE. BE
. TEE. RERFENORRESHERE

EHRAERFTENTR: THER. HFUEREE
ERBERIEH R AV PEAIEMFR RIS, BEHIEHC
EFERERDE, BE2021FK, £ERERIUESON
REAMEBE520755, IEhFFHIESIREET30%. &
o, KRB EHURH ORISR IR E DR, SELiAE]
80% . RIFEFD ETHAMAVKASEEHZIRML, 10K&E
BT RAMRIEIHES005H12R, ERFEERALRS £E
BAOFKRPE, HETEMITEE0%, FPENHETE
#it35% .. AHAEFTRETMHEEABIER, S5k
MLIRIHZRERT, FRiTBFHEAGEIM3000TLAE, XWE
HEBRIXTEREESH.

BB EKERZMEMRE: RHASENEIEFC
EEZRBEFRISEES, MEPOEENETERE
SAIEAREE, MNEEERESHNEERONESE
REFEFEN-2msbAA . REEFLA ( 2 E—AUAHIE
FOIEICIFTA R B NIRASLIES R ) FEiE, HRES
EFSSHIGIEIRES, REZEEIEFROIRE KRR RIS
BHEREN_E#E 20 ZEMEER

FOhREELHENNEEEREAELEN: 1R
Gartnerfill, FI2025 £, 475% M ERISIRISTE
RO IMBEIIANE , S EEEESE. Rk
i, T/ EBRSHEF0RAEERES, Ehngit
SR TSI . BERERIRGENES, B
AT BB IR BB NN ST SR O i —
SERASIRISIE . SURLES, #TERER)IL,
FHSTHREHUE S LTINS, TS RASEHF
R, B, DEHAEHIARBRE, CEEEHIE
%, BILSTSSMESHMEEE, i, BBE5
=, =50, NSHEMNE, MeEMEIELEsE
MR, AESEESEREOREEN, M
ZOhERLSER.
APAEESEEEA . BEGE. ZLARMED
R . SR BEZEUNIIERERIZHHE
FRMHIBE, Si0IBEENRSE, ERTLIRE

F5G Advanced =B H

wis. fAE. ARAEED, IMEEANE

BASXEIMNEG;, —ElziISEESEZSE. KiF
i, BESHIZHMERMERE, HOLSEERE
=, ERSNEHMEEE R ESIENEEEEEN, &N
NERERIEN, RISTEER. HEBRIERE
B

TEF5G AdvancedMEe, Kiste. FAEMHRATIE.
AEEREH AR PR R I E SRRV ABNZ I MEREEN
BRIRME,

| 3.2 RRAEHEERS

BHNEE—ARURE, FELETENREIGER
BERES: BAMBHNE, EHELEBERNIIEX
HAEENE, EXRkEERE—ZE, BH—KMEE,
R T AMETEERIFKR, BRZBRSE . oHoRE
BERAXmEiaikit. EAZ25HNGE, SEERER
MR FIIL91.5~2BB80TNIRE, PHEIEEHFL
H7TE, IMEEHFIINITE, EERRKELRS
EEREENETIAZI30~50580TNIRE, XMEE
EREZFRBEZAIEMZEREES, FLMIRRHRE
ENEE, ENEERIFIRRMENET X EHRIVE
NEFIESESEDST. EREM. RESTERMZIEHE
Pk o

EERAE D, SREN. HLEEHD R
E, BRPNEHFEKRTHARNEDERETINN, BN
AINFELGESEEAE. HRANEHENMENREME
FIRRFNEERR . XFBELNEHMNENERRASEMK
IREEE B UNGE, FREHTRIRIEFMMEIEZAET .

TEF5G Advanced#lff, Bi3REEMIZHAM,
TEMBRFENOREAE, BANSIFERICNE. &
F5G Advanced s <IER, IREMBERIVRIERERE
DR SIRSEE D, WIS EEREREN,
SIESNTINBHIEERE, NEnRiET . ARiER
fE, EF5G AdvancedptFAMNE:, BITZIFEAREBEXR
WERE, BIMEE—SKNPRERE, (FeREAER
KRENEEENDEREREREE.

"



F5G Advanced F=llHE+H

4. FEBEKEE: BARIEMEEN10ERH

EXGBENEURERT “BRPi0” IER, MENS
PRI A R E=IRE TESIRRK, EREMNF, KT
B ARBGERIR, RERERNAREE. E2CH
8, EXNHEEEREIRL S, BEHBESGHIAKREG
RN RIERK; F2HIFS, BT EaERiE
. BYER, BIK75%85E, HERPRRBEZREN
KI; E2BIASR, WHEDAE. | BITERER
HMESHIMEIREINGE, KRR AP %S
R

We&EHEIF5G AdvancedBER, YEMILEZEMNILAD
HETIEREMK: F—. HNENCKREREILKER, K&
BItFRARsE, REShitE; £, EFHeSEH
BESUSARIREIR B ASFERE. WSINRS . SEEERE
B FRBEESMAEERE; £=. TWMDCHIRENEH
—EIRFHARAER; B, ERKERFEAFOADM

HEPE, MERFEFARE. USFBFEREATR
18, ARBRANBEZEMESHIREE. BIOXCHERTS
RO NCERRRRE; FIRBE RS R
ICRIERET — R BIRBAS MENIR, STIMBIFH
EHR, BARKEFEARAER, BECEERE, THK
KEHK; &8 ZERIRTIHEYRE BiRmLAa,
ERE—AANT . SUSH—RE, MMAEMLESRME £
BEFERIMLIC, EEMAIRERURFOMFLAL

EReZE LHITSMTREET: BlRERIREE
RIET/ERIC, PRERARI SR TAIRERE; ML SHK
HATRE, SEUNREEM. 2R, w0, EOFSREGE
NS EIREIERIR FREAEREN LRI, RIS RIE
BN, SUEESIEE, SRS HER. BEDRAVEE
LARM~THREEmMsRTIREE R MEFHEE LIS
=S
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F5G Advanced =B H

® F5G AdvancedEHIER

1. xR AFTTXE#H, $TELEEIERE

EKIZERRA LIBT3 MRARFTTHME, +
BTRIARSS AR RS RE

IR, 2XNBEERE[K. SFR. Sk
MRS =, FHARPRESHARSIINA, E
B ASESREMEBFREXRAN . SEBFMEE
RIS CABERES | GREEEMAL . FIIBERIE LT
EEHAFSFRR. SINEFHIHHEODNFRAK,
FEEFTTHRIRTCOEE, SHEMMEFTTHEIR.

BEIMER, BEIVSHETEERRARE
500~10000M, &R4K/IBKIVR. LD R/HE . B
FMELSS, BRI AR D HEH AR5

i, BI10GPON+FTTRIEZTFIEHEE, HEMAFET
Jk. BIREIRE. £EEE. TRGSHFIITIHAIEAIZREERN
HE=MER, BEXR. 8kESE. Tk, RESXR
AN, RSERETIRRERHE TEEREMR, X
PHER, SMFELRERET ENREWI-Fi 75285
BX, ATHEBRVR, SKEEIESRISS, REREFE
BEEREMLRITIESE], OFHEEn, SWBERIWI-Fi

7, XA ERAYEENFIERN : MEHEFRIS50GPON.
Wi—Fi 7SEMIZEIEREN . ARSTIFLABE ML MEKE
SIFHRARTIN. DErREMEM . L ERESH, N
MSEIL SRR B ARG . MEREFEER

2. Bk ML . ARIEAIC AR, SCRER—F

BETIHEN. TUINE. TANETITEEESMN
RRYERAIRR, XTIl MRS T KHE, SHU%E.
NERAREBRIFRK, LASDHIRAR ORI TS 150
BAEEF—LOTNML . FIFAOTN OSUKARMAES
AI1OM BRI E N T2 B EES, FiTSIFAK
ERE/MO00GRIBEN, SEXRISHIE—MI=, THs
ZE, U5, RIEEER.

AR, FAHEEEWRIDR, PR, &E, X&,
NEFREERNTR, #—SHEIEARIRE. A
B RRI AR MBS, FHERIE10GPONK

ZFI50GPONFIFTTR Wi-Fi 7588, SIAMEEE
tIRIhRE, IRMEMERSERARRE—KFE—AEN, &
WA ESKRIFENSIE10GHER, msREITELIRO
FHEHIMLERES -

mEaEERE—k, £F5G AdvancedEg, FRIgSE
wmO. IREREESINEG, BILARBMINEENATRhSE
BRI, TIHERRLHENS, FERMEMBEX
FI99% MR BB E SRR K, BR—RE
BRI P AE BANRE it — S RN o
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3. KH: mEATXRmENERR

ERREEME, OB SHRREEE,
NEEEFIRHENOMES TR RATIE . ERahR AT
Mee et T o MRS RN, REREZNAFN
REESRSFAELEOAFR, PNEUTE, RREZL
HEUEFROTNIRZIHAN, NBE FH&RERF
500m-1kmSBEIRZEH, SCHIRERZN; RSTFEE
400G, HHEZERE100G+MEE, OXCESFHOE
SEEPBIGEE L MEIRITIERE . MR IMSs.
It EI X i EEB¥ & S15ms . #REHIEI20mshY1-5-20ms=
{RATHERE

FTMR: BEAE, FAMREEHMERGESH
B, EZOESRE “hE7 . XMIEmEEHIRSR
BE, REFMEMEAZHEMRIZIAME, FERAPEE,
BXBEMFERGENE. EENEARE, EIiEEMN

4. FBESNEE: EIHRSHEME

BN E(RSE 2 REE

[F5G Advancedi&Ei#, FEHEXEEFZENN
TINEEHTHER:

T FHERENNRT R A EZ | B STIE SR
HINEN; £EHNF2002 5EZIHSDHIREERMNIE
17, BE2GH/NFREZISHZFRLTFHE, KESDHA
EINBEEREEFELS. MS-0OTN. OSU/NEFL
ERARIAFEFEOTNE RN AE SDHII SRS
SREPERXEHHZEM, 20+HFESDHISHEOTNEL
IHM2EEER, BFETPET166HER, HATEEM
7000021888, HEBEHEES, OXSII FHBEER
90%+HIT5E -

AT TR EHRIE KT RIBEFERIRIZEN, FEM
E—HEET ST BB, LIS MBEERY
n, EEIEEENERN, AT RRIEEMEE
ERAEENAE: SINOXCLIRE, NEERER

F5G Advanced =B H

RSO, EMKFFEEIRE, HEAF—UGLFERRK. &F
BHITEAMERE, RITGHEZENENRR, FENA
MERAEE, FRFARFIENER, TMEMERE(REMH,
AR, HENFER: OTNMREREEMRIIEE?
EEEBCOMES, TIMISFIOTNIE=<300miR
BEEAN, WEENIKAE. XARLRBRASRN
1-5-20ms{RRIFERE], SINFEHRFNINEE, FETBIRIEIRA!
BHENMEITIENME—IANZERENE DR, X8
FEEE, BEEFMALEI400G. 800CGKEE
HERNEFHRIRBEFCEER; ERMAHRFFLL
BEMLZ: =MNiEHTR, JFEtt, YREmFE, B
BREAMER, SEEEIRETE. AREENR
RIZHMLE o

« DASSIRERIRILERE . iR 53 Teipkiat |

FEREEREEMNEREIAME. MeshitlIEItiEE
2249, HBERAIROADMEOXCH—F&iER, T
32~644. C120FIC120+L12089400G+ K EeRIE
BAE, JREFEETREEREELARIBERE.
OTNMgiZ O EiEiCER . CONBELSE R, &
SRS RIAMEE, H—S R RIERIER B RIEE
E%. REXR. 8K, mitB/=fFHEFISIKED
T, OTNSEEEMBRA—LIEMRI SN, HF
M. =IME. HbESMAE, IEEAFN
<300m, SEMmBRISHIEI TN . BE R
SNENEIZO/DCZIEYERARE—EX; 8. blisk
A —KIRZIRIEAN, SRR RFE—EE, TR
IRTEENAE, B MESAIREISEIR0XIEH, RfE2
MR ENNER BT RERTTS RIFELR R o
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® F5G Advanced+X¥&@EEAR

Top1. 400Gbps#1800Gbps+iBEEH AR

MBS “GHEEE” TREXSERED, R
SN IR MR T AR, A —REEIE
%, ISSNEGEDCHIB R ORMIBAEL . BRI
DOIEEHTEAMERBIF DT, BRGLRIIEH
HOEESAEE, TR RSN TR
i, SNBFREXTEEH.

A00GHEIREDRERS, EXT200G@C80F
400G@CA40; 400GIKEEIRAEE2021F RSN,
120246575 800G LRIEBRMREBSIE
REPUIER, ERURFEHTERARBIELRRE
SRR,

HTIBEIX—BK, FBFUBBIEER. Kk,

Top2. inFliniEiK3iE0OXC

B, £IKEERETERNEEMBEANEN
ROADM/OXCR%, FERAREZELSEIBISHICRIIENE
FEfR, TEXTHEGRIZICETFE, 2FEMISCIILSS RIS
—BVEDX, RSN, BUEM ‘BT KiE
%, TPEZE, BT, £XEER ‘SRR, 8%
BSWSERE, WMARAFREERSR. mERkLSE

Top3. SEERILSSY

SRS RN : HEE WS ATFINERER
&, EBEHIY

FEEFLAR BRI R GEE N U K S AN RS

* JEERIEIERFEZMR=REAI200GIEFAZEI400GH
800G, ERYEREFRIFERIZGLIAMERBES, Xt
FREESMREREINEE. FECEZURIEEIEME
SRR

* SEMFE400GHBAS MESRAICIRERY REIC+LIK
B, SLHUEEE, NMyLIEERERERTEZRIE
T, SENASHE. EuENEEIRmaER
T, 800GHPRAT LR REE ESME AT AR BRI I
%

- FELUFHORAES, SIEAENER. Kk
MIG.654E, SHMMENE, SEHRAZ,

&, EXMEZRAEME R ETHEIGT —RI Ptk
BFEmasind. EREE. BEEUEEHE; WS
ERENRERERE . BRRATIREIE R IE R
NEWERIES . FIHOXC—RIAIE A, FE
EEIERAADHO. 64DRIALEZiHA. C+L—FL
WSSE#HITIAR -

 APSSY: ASSERERET, ERIMERDE
- EERMY: EREOHEIEEER A, RAMREEE
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EHERE, BEIERREETERERIE

2BRHAZSHRF, BRFE—R/BSENF
EFFIZR, OTNBSET RBEEE RN SSRAE
A9ttt/ VLAN, BIBREIEIRIWMAIOSU/ODUKEES
EIFOTNIAST RSN ARERE, FRIEN
AREEETEAETE, BiRMNOSUSERE
B, OTNBGT RIS MY SRl imFAR b

Top4. 7 I FZHETOSU

Fell5585T (OSU ) 2O TNMLE SN AHIE
NIRRT ER D RIBHERIMNEA, RAE/NGIRSRRERL
E (Mbit/s# ) , 5 EaseitmeEEEs, RHai
TERIBEMHERTRE, TEMIREIROAMINEE, HEHki
MELERHIT RIS mET K.

ERFERRREER D BTN FFROSUIR RIS
S, ERCCSABETEM 7 OSUINE IR IATS
REN, HRARARLRENEZRTE; ERITU-TEEZ
5eR 7 G.OSUMRERISZIR . 1RFBRANRSLARTS [IATT
18, 20225 98ITU-T SG15& % LIXARRZHIZARTS
EHIR, HOSUIREHIESE 7 &t .

El | OSUEE
£ ODUKEIE
AIBRAE : ODU
1.25G
B ObuU oTU
1.25G-400G6 T
ERE obU
80:1@iE/100G

F5G Advanced =B H

AYEL , EIRTETIEHIRREE A& DT LAKIE PR XS R E A FhiE]
I MTTRIRIFE 2T

EEOSUNTRIELSS, Mgyl S E2EF
REERBRLL, REMRSZIIRN. SR FITESR
T BIRERRFEMER R ERIREREST
=, SRR, EEIY IR EEE R, RIEME
e, SKHTEVRIKREMEE.

OSUXEIAR =

- BEEE: 31006 HFO0KEBIRNERE, ST
RGP LA T 5

« WEasPtEARE: FRISEHER,
R

- BIEREME: ZIFCBRUVSHIERE R, wEZFI
SHOBTERIEREE K

o AVSSREFNFNBRGT: SZiLSSRRAN, SCRILSSRE
OSUEIBRIEA=MREY

o TRE(RAYEE: KLV EEFEA AT REIA R
10 u LA, RIEA4ERFRE

SMEETRAL

OSUEE
osu BIPERIE :
OoSsu 10M
ol pecs
osu 10M-100G
osu TSRS
osuU AKIEE/M00G
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Top5. 50G PON

2021F9BITU-THUAERF 750G PONRAE, MR
EIRIARI50G PONR F—RPONBIERIZA, ITU-T
FREENXHIS0G PONREFGRAREZ mEafiio SR
AR, $—hRASZIFTT50 Gb/sflL1712.5 Gb/s25
Gb/s, FRFILERIGSZIFIFRE50 Gb/s. 50G PON5|A
DSP ( digital signal processor ) 3R%MR{EIEREIR,
{FREENTTEL10G PONIEFASE. 50G PONRYILSS
XIFRe SRR, BiBburst, FMEONHE
f&. Co-DBA(IMEDBA)SR MK T (EHAIATREFDE
&1, PONYIEHAEH THE S REFRENEE .

Top6. Wi-Fi 7

Wi-Fi 7 (IEEE 802.11be) 2Wi-Fi 6LAR Wi-Fi
B6ERIFHR . 20228 Wi-Fi 7 Draft2.0%Efs, Ftit2024
FIRTHRERT, Wi-Fi 78JLURHIEE 30GbpsHItn
FRIEEHIRRE, LEWi-Fi 6RA=(E, BRIWI-Fi 713
AIEEFRERWI-FiRE.

FIRIAREIH N BRFE, Wi-Fi 7HEFWi-Fi6
SINT STUEEIRA, FRTESREATILE, BILUE
HERAYENIIRE . FHRHRNERRFA, Wi-Fi 7a]LAF)
FA2.4GHz. 5GHZHI6GHZzAVTIERIE, 5IA320MHz
SMEE . AKIERIRIERERA (QAM ) SR, §t

Top7. EPFEREFTTRAM

FTTREE I H— PR E SRR/ MR RERRYE
—EiE, B CEREEEMIRNE, Bl S ARk
EAEABITXERESRENS . FTTRAERE. M
REMNZERFADHNMB=ABDEM . FERE/IMAEI
BARNEREDREHUEAPL, BEERNFSH
XMBEZEZINRE, NREETERMAEE, 7

F5G Advanced =B H

FREA RN T W FE50G PONFIARFIF R, TR
2025 F AT AR AEE . MERIRFAR, FigiEt
REXEER, MEEHEERSHEHRHERE, BHFEE
RMH50G PONESEFIIMMPONRFKRIODNEZAIRA
BE, BigEPONOMPM ( multi-PON module ) £
BAREESMRAM. ATEFAS0G PONKIEEK
R, BingEBEISINESIIERMENIROEE
LFISLI>29dBmAIIRMAE . SZPONL& @GR
REktk, ARAREIERE ARSI RN S REEEK
Sh. REREDSPEX,

JIPRAEATEE, Wi-Fi 73487 Multi—Link

Operations. Multi-RU ( Multi-User Resource
Unit) SRR, FHRRT SAPENHEIEENE . BFR
DEREWI-Fi 7898880, PBALDHRIIEEM. Wi-Fi
7 320MHziB S B BB TOCHZTESRER, (BIZSRERTE
—LERGXAREMERAE, iER FEXIEERRED
BERERR . BTFO6GHZER HSRERIURES S ZEFHLH
BER, S8 NEUL. [RIERNSHRES . REUR
EEARERARSE.

B XEREETINESR. TE—ANNEEE.
ERAD ML RFTTRAIEEIFE . FEFEMN
BEBATE. RENTIN. ZETEOMS, TRE
E, KifiEd, EERNENKRIIDAERE. HENSHE
HWRIBREZ S, RARPEMMEFRER, EMPHAIHFHHMER
L. SRR ESRAH MRIUARR RS RACIFNEER .
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EE—IKMRESREALEFTTRAXERR. §
MHERZEAWI-FIMEARTE . FRESXRD
&, FTTREIHMEAI—KMERLE, KItlS51E
BEhE. J+Wi-FithhE. Wi-FigEhiEflEZRIRmA
1438, (FREEEMAIWI-Fi APTESRIE. B, =HESH
EREDE, NMREEN—EBIEBRARIUNRETE
BERAGEFAE. NESHIETERUARIRERRR
#, SRENRMASEESWI-FithETE . Wi-FigEhEEE
EBEHEAREIASR

| EPEZFTTRARN

ERZEAERN

F5G Advanced F=lHEH

EEKMIREIZERZFTTRAVLKERA . —3K
FTTRMEHA—MEER, ST SRR ERE
=4, FTTR—KMIZHEELRA SRR G5 FHLREHR
HRHNEX . —HH, FTTREmBEEREFRER/IMAE
BENANER; 5—HHE, INZahianrRErs
W EERAATEESD, ArEEIRR ISR E
ARIR, FTTRAKRBEXRIEDREE SRS AMmEN
MIEEAME

SEHhEEFTTREAN

0 EEHWI-FIEEEREE
0 TN EREESH
6 ZRWI-FIZSAKIREIRIELE

0 KRMEBEE (SXBHERERTk)
0 —kMRiEESE (EFTTREHSE)
© —KMIRERR (SEWiFithEgEF )
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Top8. PONZ4H1 &

MWi-Fiz=0O. ONULALAMEO, ZEOLTRIZEM S
O, SHEEMARIESLAGS . FHETRASLAZR
ROVSIEER, IR b QIR A RS, ST
SLARRETMAIE, SEBFHIneAUSES. B
BHEIT SRR AL I Wi-FiIREE L. SRR 2
R IO R AR R R B R AR M EATRE R .

SEIHAO AS R EIMENMEIONU. OL TR
HO, B AENEAA GRS MRS, FSm
RSO AR BEES, MRS TS/
HSoHl— RS AR EA T RS SR IRS .

PONBARKIIRGE=ATEE: SEA, T2
BTSRRI A T ENSS . E2HMHS
th, SAMEPTLIRELSEREHNE, REECHR
SAEATTMAISE, FRY A SR A

| PONS4H1

F5G Advanced F=lHEH

fit, ONU. LAKMIZE MG O R 2RI R 2 El— & W
Dedicated-Network, &1D-NETRIZHBEIMIZAYEE
i, REREFERTNNARTOEINREEES
{LRISLA,

FE/RRXDAHEAWI-FiiZOERRI s E X< ER
. Wi-Fi 7@ZOFDMARAR .. ZHPERSEMZHE
BihE®E, TMEOMISEET R, BREEWI-Fi
TOMEE, BRI SHEARIERIR S, STIMEEMsHK
{ERIZE, TECXR ProFZWSEE,

FERNMESBIT S I ERE AL, BINTDMAE
EIE; EEEEIAMENE], SINBMBRARA. Mz
EMEERA . HEIDBAIRARSE, SLIVSSHEAREM
RARRISERS R . MRS HERD, LR TArigisdlRis
BHNEF T EHEWIRFK,

G
L &
= g’ g PONIE IP/OTN
aalE T
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Top9. BEERE, BHEMS

BIEEEiCi= ( Telecom Management
Forum, TM Forum ) BIEEMLIRE ( Autonomous
networks (AN) Project ) HlIEE 3T B E MEHI 2 AFIESS
FIDBIREMTEN . B, BUMBEIREDS
( European Telecommunication Standards
Institute, ETSI) MME@ZIEALS (Resource
Facing Service, RFS) HBE, TR EXINE
MimENRRETISHEMEERE, LRATSRERS
MLERRIN . BEj, TM Forum. ETSI. CCSARIEZ
EXIMEMNTER, UREMBXINERSR, EE8/MT
BinEREER, HERRIRECEENE, H18
E MBI ARENMEE A BT AIRETEMT

BRITMFESAH TEHENEEREH, EXTES
MILERI R FAEZR AN T E

THEHMEEEMNENXERATEES TSN
ARFME:

| BE RS

F5G Advanced =B H

1) iEhE

TSI SRR, IMERIER, MEESHE
FFEANENE, HEHEERALSSLAER, @
AR R ATRIISE . EREMLSHESKE
%, B3I NABREE I EMUSHEE. IHRE.
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